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Abstract

Workflows are very common in bioinformatics because they allow the elaboration of data by
delegating the resources management to the information streaming. By the composition of different
analysis tools, in fact, it is possible to follow the complex evolution of the biological process.

The Web Services technology is very important in this context because allows the exposition of tools
that can be used by the bioinformatics community. The problem is the integration of these services
because it presupposes the definition of an opportune semantic to be coordinated.

On the other hand, the enormous quantity of data to be elaborated demands the development of
technologies for the management of the computational load. Grid technology allows the
optimization of the different steps in the elaboration process, distributing the assignments.

A possible solution to define workflows, that exploit the power of the computational grid and allow
the Web Services integration, is the use of a stream oriented programming language like ASSIST to
design graph of tasks activated directly by the data flow.

Introduction

Bioinformatics studies complex biological processes in silico through both the analysis of the
nucleotide or protein sequences and the study of the macromolecular structures interactions. The
central aim is the data elaboration at all the biological levels of the informative streaming to turn the
enormous quantity of data in our possession into real knowledge.

The data that undergo the biological mechanism are extremely difficult to interpret because the
information stream suffers due to a series of complex transformations before being expressed in
protein complexes. The data integration problem becomes of primary importance and always
requires great calculation resources.

The use of the Web Services technology [1] allows the integration of very different systems through
the definition of correct standards of interoperability both in terms of communication protocols and
also from the semantic point of view. This is an enormous effort that will put in the hands of the
researchers powerful tools for the analysis of huge amount of data, a problem that arises continually
due to the enormous quantity of information that are daily produced.

The exponential growth of the sequence databases, due to the new sequencing technologies, creates
an enormous flow of biological information to be elaborated. Such sequences have to be properly
investigated and once the coding zones have been translated into protein sequences these have to be
analyzed too. While the desire of understanding the biological process becomes deeper, the
computational analyses that have to be implemented become more complex.

This huge amount of sequences demands increased necessity of computation power. For this reason
a technology like grid [2], that allows high performance calculation, seems to be ideal for
integrating such a vast quantity of heterogeneous data. Using a number of computing elements



distributed in different grid sites it is possible to distribute the most time-consuming steps of the
computation, subdividing the elaboration in a series of small jobs.

Beside the calculation problem, once bioinformatics faces data at genomic scale, it is necessary to
solve the problem of the data management. Also in this case the grid technology can be exploited to
store data on specific storage element maintaining the coherence among the database replicas [3].

The integration of these resources, the Web Services on one side and the computational grid from
the other, is a critical problem for the bioinformatics of the years to come. The proposed solution is
a high performance program environment, as ASSIST [4], to access these resources contemporarily.

Related Works

Many web sites offer services of sequence elaboration and a few of them nowadays offer services
for structural analyses. Important web sites are certainly those of the big bioinformatics consortia
like the NCBI, which developed BLAST [5], and the EBI, that developed INTERPRO [6] a famous
analysis system for protein domains.

In recent years some services have been developed to be used directly through the SOAP protocol
creating a platform of bioinformatics Web Services. Also the access to modern databases is now
guaranteed by clients that can connect through the SOAP protocol to the international repositories.

Even if many bioinformatics Web Services are available, their attainment on the net and integration
in complex workflows is not simple. For this reason projects like BioMoby [7] have been developed
in order to build a repository of information for the Web Services through the definition of a
specific bioinformatics semantic.

The BioMoby project has a workbench to exploit a semantic definition of the different Web
Services present in its database. Through the progressive structure offered by S-Moby it is possible
for the end user to elaborate step by step the bioinformatics data. For each object, in fact, only the
services that can work on it are displayed to allow the user to focus only on the tools that can be
useful for him.

This approach gives an interesting view on the bioinformatics workflow generation, but it focuses
on small input datasets and can not be scaled on genome range analysis. This problem, instead, is
tackled within the MyGrid project [8], that combines the flexibility of Web Services with the power
of the computational grid. The services published on the Web, in fact, opportunely listed in a
repository, can automatically be invoked on any data dimension thanks to the OGSA infrastructure
that affords distributed access to the bioinformatics databases.

The milestone of the MyGRID project is the workflow manager, TAVERNA [9], that allows a
graphical definition of the system starting from the information of the resource database. At the
same time data can be elaborated in huge amount using the computational resources hidden by the
Web interfaces.

The proposed system is an alternative for a workflow definition. The idea is to exploit a grid
oriented programming language, like ASSIST, to perform high performance elaboration of software
developed ad hoc, maintaining in the meantime the interoperability with the bioinformatics Web
Services platform.



This approach has the necessity of informatics skills in the definition of the workflows, but allows
the integration of different type of pre-existing code, both Web Services or stand alone, and permits
the definition of high performance elaboration on the grid platform to work at genome scale.

The ASSIST Programming Environment

ASSIST is a high level structured parallel programming system that integrates skeleton technology
in a flexible and powerful environment in order to provide suitable support for the development of
high performance portable applications in multidisciplinary environments. It includes a skeleton
based language and a set of compiling tools and run time libraries. The ensemble allows programs
written using ASSIST to be seamlessly run on the top of workstation networks supporting POSIX
and ACE [10] and computational grids.

An ASSIST program is a graph in which nodes represent modules or components, and arcs
correspond to interfaces and are associated to a directional streaming of data. Streaming allows the
composition of modules in a complex program. Modules can be written in different programming
language like C/C++, FORTRAN and JAVA, that typically is used to interact with the Web
Services platform. Each module can be a parallel module, parmod in ASSIST terminology, or a
sequential module and it is possible to reuse a composition of modules as a component of a more
complex program.

While the ASSIST graph expresses interaction among program components, the parmod expresses
parallelism inside each component in a powerful and effective way. Parallel computation in the
parmod is implemented by a set of virtual processors that interact using a topology, which provides
a naming scheme for the virtual processors. The internal state of the parmod can be partitioned or
replicated among virtual processors. The internal state can hold variables that allow the controlling
of communications with input and output streams.

A parmod may have different input streams and through them interact with the rest of the program
selecting input with a nondeterministic behaviour similar to that of CSP guarded commands.
Moreover each input stream is associated to an independent distribution strategy like on demand,
scatter, broadcast, multicast. Results of parmod computation are delivered to other components
through parmod output streams.

The compiler works on three basic steps: first syntax form is produced. Then a task code is
produced out of the abstract syntax tree. Last POSIX/ACE object code is generated out of the task
code which is suitable to be run either on a cluster through the CLAM or on grid through a specific
loader interface for the Globus toolkit 2.4 [11]. The object code is actually produced using standard
C++ compilers. Along with this code, an XML configuration file is generated, holding all the
information needed to map the specialized code to processing nodes.

Implementation

The elaboration of biological data, as apposed to the information present in the databases, is a
typical bioinformatics operation. In the proposed case of study a workflow has been designed to
integrate the typical aspects of the sequences analysis with the structural aspects of bioinformatics in
order to identify what happens to some important informative patterns in the three-dimensional
conformation. These three-dimensional analysis steps are certainly the most time-consuming in
terms of calculation times, above all when considering aspects like the thermodynamic stability of
the complexes or the dynamics of the protein interactions.



The first workflow step consists in the submission of a nucleotide sequence that is elaborated by a
specific software called GENSCAN [12]. This software, that can be used remotely on a number of
different resources, starts from a nucleotide sequence and checks if a gene is present, in positive
case, translates it into the corresponding protein sequence. In particular this tool performs a search
in the nucleotide sequence to find out the key components of gene expression: in fact GENSCAN
looks for well determined biological elements like some gene promoters or the TATA box pattern.
Once the gene in the nucleotide sequence is identified it is translated into the corresponding protein
sequence, referring to the correct frame shift.

In a typical analysis it is then important to stress the domains that characterize the protein
functionality using specific tools of domains prediction like HMMPFAM [13]. This bioinformatics
tools of analysis allows the comparison of a Hidden Markov Models domains dataset, called Pfam,
with a proper entry sequence in order to verify if a particular protein pattern is present. This service
is exposed, for example, at the EBI and can be used through a simple JAVA client integrated in the
workflow.

A protein possesses in general more than a functional domain that, once individualized, are looked
for inside a three-dimensional structures dataset. This passage is crucial for this workflow because it
allows the correlations of sequence and structural information. To identify the three-dimensional
structures of a certain domain the workflow performs a BLAST against the Protein Data Bank [14]
sequence database that contains all the proteins of which the atomic coordinates are known by
crystallography or by magnetic nuclear resonance. BLAST is accessible in a number of websites
through the SOAP protocol and perhaps the NCBI Web Services is the most famous resource. Using
BLAST the workflow identifies a series of structures highly correlated with the submitted domain.

The atomic coordinates of all the sequences that introduce a strong correlation with the proposed
domain are therefore downloaded from the RCSB site to create a three-dimensional model of the
protein structure [15]. The protein model consists in a three-dimensional grid that represents the
occupation volumes of all the atoms starting from the information of the nucleuses position.

The macromolecular surface is then extracted from the three-dimensional grid that models the
protein. This step is of fundamental importance to understand in a protein domain what amino acids
are effectively exposed to the surface and therefore if they are of key importance for the
macromolecular functionality. The extraction of the protein surface is executed using a well known
algorithm, called Marching Cubes [16], that allows the definition of a support mesh starting from
the three-dimensional grid. ASSIST has allowed an high performance implementation of both the
modelling phase and the isosurface extraction by the parallelisation on different nodes of each tasks.

According to the three-dimensional grid definition the extracted mesh represents the so called Lee
& Richards protein surface. Analyzing each vertex of the surface and looking for the nearest atom it
is possible to check which amino acids contribute to the external form of the protein. In this way the
information about protein functionality collapses into the definition of a small number of key amino
acids. Even in this case ASSIST provided an high performance environment to develop the
searching algorithm of the key role amino acids of the surface.
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Figure 1. ASSIST graph of the presented case of study
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Conclusion

ASSIST is a programming environment aimed at providing programmers with a user-friendly,
efficient, portable, and fast way of implementing workflows. Using a graphical loader it is possible
to configure and execute an ASSIST application on a Globus based grid. It hides to programmers
the structure of the grid and provides the interaction between the ASSIST Run Time Support and
the Globus Middleware.

Through the advanced programming feature of ASSIST is possible to exploit the software available
for the bioinformatics community through Web Services and to integrate it with specific designed
code for a workflow analysis. The integration is possible thanks to the multi-language support of
ASSIST that can be used both with typical C stand alone applications and with JAVA distributed
services. Moreover the possibility to create any kind of graph program allows a great flexibility in
the workflow design. In this way it will be possible to produce high performance workflow to be
performed on the computational grid.

This technology will allow the implementation of analysis systems at wide range and the integration
of classical sequence based elaborations with structural analyses. This is very important in a
discipline such as bioinformatics in which researchers typically work with datasets of huge
dimensions rather than single input. Bioinformatics needs high performance elaboration of the data
both on local clusters and on computational grid: ASSIST allows suitable implementation of
powerful workflow on these different calculation solutions.
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