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BioinfoGRID

In this presentation an update on the status of the Grid in Europe
(and in ltaly), from the point of view of EGEE, will be given.

It will focus on the following subjects:

The EGEE Il project
The related projects
The EGEE infrastructure
The INFN production Grid
The EGEE middleware (gLite 3.0)
The GILDA testbed (the t-infrastructure)
The applications
The future
Conclusions

NETTAB 2006 10 July 2006, S.Margherita di Pula - Cagliari 2



BioinfoGRID

EGEE
1 April 2004 — 31 March 2006

The EGEE project

71 partners in 27 countries, federated in regional Grids

EGEE-II

1 April 2006 — 31 March 2008

Expanded consortium
91 partners
11 Joint Research Units (48 partners)
13 Federation

Exploitation of EGEE results
Emphasis on providing
production-level infrastructure

- increased support for applications

- interoperation with other
Grid infrastructures

-> more involvement from Industry

.'.3;7:'A$|a &

Central Europe
CERN _
France

Germannywﬂzerland s
Usa

Italy _
Networking

.f"5.-_.;:__5'_.Northern Eu rope
- “Russia:
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South- Western Europe
UK/lIreland :

EGEE

EGEE-II

NA 32%

.
.
~

\ JRA 14%
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The EGEE Il Mission

BioinfoGRID

Infrastructure
Manage and operate production Grid for European Research Area
Interoperate with e-Infrastructure projects around the globe
Contribute to Grid standardisation efforts

Support applications from diverse communities
Astrophysics
Biomedicine
Computational Chemistry
Earth Sciences
Finance
Fusion
Geophysics (incl. industrial application EGEODE)
High Energy Physics
Multimedia

Industry
Reinforce links with the full spectrum of interested industrial partners

Disseminate knowledge about the Grid through training
Prepare for sustainable European Grid Infrastructure
NETTAB 2006 10 July 2006, S.Margherita di Pula - Cagliari 4
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The related projects
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Grids in Europe

BioinfoGRID
EGEE is not alone.
Great investment all over Europe in developing Grid technology: MT]
A Sample of National Grid projects: - = / | S </ s e
Austrian Grid Initiative W EEarid (D“"’hG”d
Belglum BEGrId ~,) - lc\i‘_i T .—scngx‘st?Em‘Gmmmmgm The MWetheriands
DutchGrid toten Cremiatcnaru i) | (BT

b ey e sl 0 Tk | PO g i

France: e-Toile; ACI Grid
Germany: D-Grid; Unicore
Greece: HellasGrid

Grid Ireland

ltaly: INFNGrid; GRID.IT

wi duw Dorrdes [(2HNE]

UNIC&RE

FORUM Im'

L 2
GRIDL“*‘”Task Force '

NorduGrid
UK e-Science: National Grid Service; ©). i
OMII; GridPP o ..
i /- NORDUGRID

o Gii@ Solution for Wide Ared
Fomputing and Data Handiing

NGS National Grid Service

EGEE prOVideS framework core production computational and data grid f ypDen |
for national, regional and thematic Grids i

NETTAB 2006 10 July 2006, S.Margherita di Pula - Cagliari 6



Related EU projects

Infrastructure Projects

BalticGrid

EUMedGrid

SEE-GRID

EELA

EiIrFesPe

oy
i
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BENGRID | 5,00 Projects Application Projects

ICEAGE DILIGENT

ISSeG

ETICS I1SSeG

GRIDCC

Health-e-Child

* Distributed
b 4 European
Infrastructure for
Supercomputing

* * Applications

BELIEF

elRGSP
BIOINFOGRID

BEinGrid

OMII - Europe

ICEALGE
-

% Diligent

|
A Digital Library Infrastructure E-
on Grid ENabled Technology l

NETTAB 2006 10 July 2006, S.Margherita di Pula - Cagliari 7

Bringing Eurcpa's alacanic
I LN |.-d| ik b Expaniding
........



R EGEE-Il and Industry

BioinfoGRID

Industry Task Force AL OIS
Group of industry partners in the project ! XE_S_SV
Links related industry projects (NESSI, BEInGRID, ...) e
Works with EGEE’s Technical Coordination Group f%

BENGRID

Collaboration with CERN openlab project \ »
IT industry partnerships for hardware and software nygm
development CERN openlab * “¢

for DataGrid applications

GCIGG
EGEE Industry Forum Industry Forum

Led by Industry to improve Grid take-up in Industry
Organises industry events and disseminates grid information
Last event: EGEE Industry Day 12 July 2006, Ischia ,ltaly

http://www.eu-egee.org/egee_events/industryday/IndustryDay_Ischia/
Next event: during fall in Catania
Further events across Europe are being planned
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The EGEE infrastructure
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EGEE Grid Sites : Q1 2006

o EREIEITane
4

> 180 sites, 40 countries
> 24,000 processors,
~ 5 PB storage

Anfarctica’
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EGEE:
> 180 sites, 40 countries

> 24,000 processors,
~ 5 PB storage

off

ar
pust i ,"
country sites country sites country sites
Austria 2 India 2 Russia 12
Belgium 3 Ireland 15 Serbia 1
Bulgaria 4 Israel 3 Singapore 1
Canada 7 Italy 25 Slovakia 4
China 3 Japan 1 Slovenia 1
Croatia 1 Korea 1 Spain 13
Cyprus 1 Netherlands 3 Sweden 4
Czech Republic 2 FYROM 1 Switzerland 1
Denmark 1 Pakistan 2 Taipei 4
France 8 Poland 5 Turkey 1
Germany 10 Portugal 1 UK 22
Greece 6 Puerto Rico 1 USA 4
Hungary 1 Romania 1 CERN 1




A global, federated e-Infrastructure
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Related projects & collaborations are where the

—, ol

future expansion of resources will come from

Project Anticipated resources (initial estimates) §§
Related Infrastructure projects 'd
1 SEE-grid 6 countries, 17 sites, 150 cpu s
EELA 5 countries, 8 sites, 300 cpu
EUMedGrid 6 countries
BalticGrid 3 countries, fewx100 cpu
EUChinaGrid | TBC
EUIndiaGrid TBC
Collaborations
OSG 30 sites, 10000 cpu
ARC 15 sites, 5000 cpu
4 DEISA Supercomputing resources




ecle Use of the infrastructure
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Use of the infrastructure

Massive data transfers > 1.5 GB/s

&lclels
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Use of the infrastructure

Massive data transfers > 1.5 GB/s
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| Sustainability:

.4 operational effort

- Several applications now depend on EGEE as their
primary computing resource

» Usage can (and does) grow without need for additional
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BioMed Overview

BioinfoGRID

Infrastructure
~3.000 CPUs
~12 TB of disk
In 9 countries

>50 users in 7 countries
working with 12
applications

18 research labs
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EGEE Operations Process

BioinfoGRID

However the resources need to be operated = e B

Grid operator on duty
6 teams working in weekly rotation
CERN, IN2P3, INFN, UK/I, Ru,Taipei

Crucial in improving site stability and
management

Expanding to all ROCs in EGEE-II
Responsibility for operations is
geographically distributed:

There is no “central” operation

Operation Tools are developed/hosted at
different sites:

GOC DB (RAL), SFT (CERN), GStat
(Taipei), CIC Portal (Lyon)
but strong Operations coordination
Weekly operations meetings
Regular ROC managers meetings
Series of EGEE Operations Workshops

FR b . e .. . r——— AR e RRs s nAmARe AR
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Site Functional Tests

Enabling Grids for E-sciencE

- Site Functional Tests (SFT)
— Framework to test (sample) services at all

sites

— Shows results matrix it

— Detailed test log available for troubleshooting e e
and debugglng ;g::c-test %ﬂws{

ver Software Version (WN)

wn WN host name

— History of individual tests is kept

— Can include VO-specific tests (e.g. sw ca CA cents version
1 crl CRL timestamp test
environme nt) . Test rm Replica Management
— Normally >80% of sites pass SFTs R [roteg YO Tof congenen
= NB of 180 sites, some are not well managed dlh'ﬁf,m .12 132 " Im Trre

VO dteam VO lhcb

St Site Name Site CE § g 5 < |. |dirac

St 15 ver Iﬂgmlm!cs_hmmmc_ﬂ St. IEI“_M

AsiaPacific

1. |CT|INDIACMS-TIFR |ce.indiacms.res.in cTjo 26010/ 0 [o[o[x[ 0 [ o [ =

2. |OK|TW-NCUHEP |grid01.phy.ncu.edutw oK|o/ 260 10/ 0 [o[o[o[ 0 | o [mfaL x| 7

3. |OK|TOKYO-LCG2  |dgeel.icepp.jp oKl|o/ 240 [1]0/ 0 [o[o]o[ 0 | o [mfaL|x| 7

4. |OK|Taiwan-LCG2 1cg00125.grid sinica.cdutw |OK|O/ 26 0 |10 O |0|0(0| O | O |M|JL |X| 7?7
ix, ‘
Taiwan-IPAS- i SR

. o oo o o 5. Ol 1.phys.: edutw|OK[O| 26 0 (1|0 O |0|O|O| O | O [MHL |X| 72
Ver'y |mpor"ran’r n STGbIIISIng sites: 6. |OK|GOG Singapore | melon.ngppngporgsg  |OK[0[ 26 0 [1/0[ 0 |o[o[0] 0 | o m|iL|x| 7 |

T
. 7. |ox|Tawan-NCUCC: |0, oo nou.edu.w OK|0 260 10/ 0 |0/0|0| O | O |1|oK|o| O
| LCG2
Apps use Only 900d S fes 8. |OK|LCG KNU cluster50.knu.ac kr OK|O| 250 |I|0f O |0/0|0O| O | O |IM|CT|O| 1!

Bad sites are automatically
excluded

Sites work hard to fix problems




CleICJC) Middleware Distributions and Stacks

Enabling Grids for E-sciencE

Terminology:
EGEE deploys a middleware distribution
Drawn from various middleware products, stacks, etc.
Do not confuse the distribution with development projects or with software packages
Count on 6 months from software developer “release” to production deployment

The EGEE distribution:
Moving from version labelled: LCG-2.7.0
to version labelled: gLite-3.0

GLIte

)ht Middleware for
Grid Computing

EGEE distribution contents:

% LCG-2.7.0: m % gLite-3.0, released on May 4,2006:
VDT - packaging Globus 2.4, Condor, Based on LCG-2.7.0, and

MyProxy gLite workload management
EDG workload management Other gLite components (not in the
LCG components: distribution but provided as services):
BDII (info sys), AMGA, Hydra, Fireman
catalogue (LFC), gLite-10
DPM, data management libraries and CLI tools
monitoring tools the globus toalkit _J--.
. ) —
gLite: R-GMA, VOMS, FTS 05/ .LCG

INFSO-RI-508833 lan Bird, SA1, EGEE Final Review 23-24" May 2006 20



Cy The Support Model

Enabling Grids for E-sciencE

“Regional Support with Central Coordination"

The ROCs, VOs Regional Support units
and other project- - =
wide groups such gﬁ':p:::s
as the
middleware
groups (JRA),
network groups
(NA), service .
groups (SA) are TPM Applicatio Middleware
connected via a Support
central
mtegratlor] Su::),:ort Network
platform provided Support
by GGUS. User Support units
Technical Support units
GGUS = Global Grid User Support —— Interface

—— Webportal




Cy The Support Model

Enabling Grids for E-sciencE

“Regional Support with Central Coordination"

The ROCs, VOs Regional Support units
sv?geogr'j GGUS is now being used for all problem reporting: |perations
as Operational, deployment and user support Support
iddl .. .
g?g'ups VOs are using it for their support system
network The use is growing steadily

(NA), Servrce
groups (SA) are
connected via a

TPM Tickets per month

central
integration Su::),:ort
platform provided ;
by GGUS. User Support { *

GGUS = Global Grid User Support -




BioinfoGRID

The INFN production Grid
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The INFN production Grid

INFH-MILAMO

INAF-TRIESTE 37 ‘resource centers’:

INFM-TRIESTE
IMFM-LMLZ
IMFM-FoDOwe,
IMNFM-FERRARD,

INFM-CHAF
INFM-BOLOGMA

25 site also part of the
INFH-FERUGIA EGEE/LCG

et NI-PERUGIA
INFN-FIRENZE registered
ITE-BARI
INFH-E&R | GOCDB
SPAC-LECCE
INFN-ROMA
INFN-FRAS CATI
ENER IR D
INFN-MAPOL] n .
INFN-BECCE 12 additional sites

SPACI-HAFOLI
reachable only from

inside Italy

INFN-CAGLIAR]
INFM-COTAMIA,

http://grid-it.cnaf.infn.it ~ NETTAB 2006 10 July 2006, S.Margherita di Pula - Cagliari 24



The INFN production Grid :

the resources

BioinfoGRID

Power  MWH#  CPLI#
CHR-ILC-PISA 18K 2 4 531k 50 100
IMAF-Trizst 35K, g 16 INFM-PERUGLA 200k 22 44
400K 38 7E INFN-PISA 12K 2 4
IMFM-BOLOGNA 8K, 4 16 75K 13 23
Iz E Ly 253k 22 45
B2k 11 22 INFM-ROMAL-CMS 54K, 5 1z
e b0 INFH-ROMAL-VIR GO 21K 5 10
IMFM-CHMAF S4K, & 11 T aak 4 .
IMFM-FERRARA =R ino 20 IMFH-T1 PEE!QK 711 1422
IMFM-FIREMZE 379K 16 64 INFH-TORING Sak i 45
IMFM-FR.A& 24K, 3 &
IMFM-TRIESTE N i 2
IMFM-3ED 42K, 4 g )
ITE-BARI 294K 12 45
11K z 4 - )
FNS-PISA 24K 3 &
IMFM-LHL-Z FFEK 7O 140
SPACI-LECCE-IAG4 15K = 14
IMFM-MILAN O ZE4K 26 52
SPACI-NAPOLI
IMFM-MAP OLI 279K 22 44 Bk 3 3
: _ : SPoLI-TAcd 1 7 14
LIMI-PERUGLA - - -
ETK 7 14
4K 1 2

2500 CPU’s in total
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BioinfoGRID

The INFN production Grid :

the Supported VO’s

http://grid-it.cnaf.infn.it/index.php?voregister&type=1

alice LHC Alice experiment lcg-vo.cem.ch ou=lcg1,0=alice,dc=eu-datagrid,dc=org |Click here!
atlas LHC Atlas experiment lcg-vo.cem.ch ou=lcg1,0=atlas,dc=eu-datagrid, dc=org |Click here!
argo INFM ARGO-YB.J experiment voms.cnaf.infn.it VOMS Click here!
babar Eabar experiment babar-vo.gridpp.ac.uk |ou=babar, doc=gridpp, dc=ac,dc=uk Click here!
bic Grid.it Biology group voms.cnaf.infn.it VOMS Click here!
biomed BIOMED vo-biome.in2p3.fr ou=lcg1,0=biomedical,dc=lcg,dc=org Click here!
cms LHC CMS experiment lcg-vo.cem.ch ou=lcg1,0=cms, doc=eu-datagrid, dc=org |Click here!
cdf CDF experiment voms.cnaf.infn.it VOMS Click here!
compchem |Dipartimento di Chimica-Universita' di Perugia |voms.cnaf.infn.it VOMS Click here!
dteam LCG Deployment lcg-vo.cem.ch cu=lcg1, o=dteam, dc=lcg, dc=corg Click here!
eqgrid EGRID experiment wvoms.cnaf.infn.it VOMS Click here!
enea EMNEA voms.cnaf.infn.it VOMS Click here!
esr ESR Home grid-vo.sara.nl ou=lcgadmin,o=esr,dc=eu-egee,dc=org |Click here!
gridit General Grid.it Project VO voms.cnaf.infn.it VOMS Click herel
inaf INAE voms.cnaf.infn.it YOMS Click here!
infngrid INFMN-GRID project voms.cnaf.infn.it VOMS Click here!
ingv INGY Bologna voms.cnaf.infn.it VOMS Click here!
lhch LHC LHCb experiment lcg-vo.cem.ch ou=lcg1,0=lhcb, dc=eu-datagrid, dc=org |Click here!
libi NEW VO voms.cnaf.infn.it VOMS Click here!
magic MAGIC and grid grid-veo.sara.nl oc=magic,dc=eu-egee,dc=crg

pamela NEW VO wvoms.cnaf.infn.it VOMS Click here!
planck Planck Experiment voms.cnaf.infn.it VOMS Click here!
theophys  |INFN theorical physics group woms.cnaf.infn.it VOMS Click herel
virgo INFMN Virgo experiment voms.cnaf.infn.it VOMS Click here!
ZEeus ZEUS experiment grid-vo.desy.de ou=zeus, cu=vo, o=desy, c=de Click here!

(*) Your perscnal certificate must be already installed in your browser.

NETTAB 2006 10 July 2006, S.Margherita di Pula - Cagliari
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The INFN production Grid :

the Central Management Team and the Regional Operation Center

BioinfoGRID

The CMT
The CMT is responsible of the certification: checking the functionalities of a site before
to join the site to the production grid. In particular checks:
GIIS' information consistence
Local jobs submission (LRMS)
Grid submission with Globus (globus-job-run)
Grid submission with the ResorceBroker
ReplicaManager functionalities

The ROC

First level support

Geographically based local front line support to Virtual Organization, Users and Resources
Centres

Daily shift and Check list to be covered during the shift
Periodic (every 15 days) phone conference
ROC/CIC teams and site managers
Periodic reports to GDA
Second level support: CIC on Duty
Weekly shift
CIC tools use and development
Ticket system

NETTAB 2006 10 July 2006, S.Margherita di Pula - Cagliari 27



BioinfoGRID

This presentation will cover the following arguments:

The middleware ( gLite 3.0)

NETTAB 2006 10 July 2006, S.Margherita di Pula - Cagliari 28



g5 gLite 3.0 components

o
BioinfoGRID
Authentication % (gLite-3.0, released on May 4, 2006 :
Based on components from
based on
uses (short lived) oo eI

VO Membership Service: |
Bare certificates are not enough for defining user capabilities on
the Grid

Users belong to VO's, to groups inside a VO and may have
special roles

provides a way to add attributes to a certificate proxy

The attributes are used to provide the user with additional
capabilities according to the VO policies.

of the user certificates

NETTAB 2006 10 July 2006, S.Margherita di Pula - Cagliari 29



glLite 3.0 components

BioinfoGRID

Accounting - DGAS

DGAS: accumulates Grid accounting information

User, Jobld, user VO, VOMS FQAN(role,capabilities), SI2K, SF2K, system
usage (cpuTime, wallTime...),...

allows billing and scheduling policies
levels of granularity: from single jobs to VO or grid aggregations

NETTAB 2006 10 July 2006, S.Margherita di Pula - Cagliari 30



BioinfoGRI

o

glLite 3.0 components: R-GMA

Publish Tuples

Producer |» .| Producer
application [ 2| gq “NSERT’ Service ’?@0,
A /S/@/‘
> |
) ©
= D
SQL “SELECT” O » 0,5@
o)
Send Query . v
Consumer | 3 » Consumer
application | 2 |« _ Service
Receive
Tuples

SQL “CREATE TABLE”

Registry
Service

Schema
Service

The Relational Grid Monitoring Architecture (R-GMA) provides a

uniform method to access and publish both information and monitoring

data.

From a user's perspective, an R-GMA installation currently appears

similar to a single relational database.

Relational implementation of the GGF’s Grid Monitoring Architecture

(GMA)

NETTAB 2006 10 July 2006, S.Margherita di Pula - Cagliari




glLite 3.0 components:

the Workload Management System

Helps the user accessing computing resources
resource brokering
management of input and output
management of complex workflows

Backward compatible with LCG-2
Capable of submitting to the LCG2.7 Computing Element

Glite Computing Element
Condor-C GSI enabled

Uses to publish information (but also support provided
for R-GMA and bdll)

and BLAH, Batch Local ASCII Helper, as Interface between the
CE and the Local Resource Manager System
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glLite 3.0 components:

the Workload Management System

BioinfoGRID

Support provided for
Bulk job submission
DAG job submission

Support for execution of all DAG nodes within a single CE
chosen by user or by the WMS matchmaker

deep or shallow resubmission

Shallow Resubmission happens in case of failure only when the job didn't
start

Deep Resubmission happens if the job didn't conclude all its operations

MPI jobs, even if the file system is not shared between CE and Worker
Nodes (WN)

Push/pull mode job submission

collection of information from many sources
CEMon, bdll, R-GMA

Data management interfaces (DLI and Storagelndex)
file peeking during job execution (Job File Perusal)
for pilot job (initial support)

Pilot job which "prepare" the execution environment and then get and
execute the actual user job
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glLite 3.0 components:

WMProx

WMProxy is a SOAP Web service providing access to the
Workload Management System (WMS)

Job characteristics specified via JDL

WMProxy
Server

LB Proxy

BioinfoGRID

Logging &
Bookkeeping

Apache

Request
Queue

Workload
Manager
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gLite 3.0 Data management components

BioinfoGRID

Data Management
File and replica catalogues (LFC)
Central or local (not distributed)
Replication via Oracle, or squid caches tested by LCG
Secure
File Transfer Service (FTS)
Reliable data transfer
Uses gridftp or srmcopy as transport
Storage Elements based on SRM interface
DPM: implements Posix ACLs, VOMS roles/groups
Other available SEs: dCache, Castor
Deprecated: “Classic SE” — basically just gridftp
Metadata catalogue:
AMGA
Secure Keystore (data encryption) :
Hydra
Utilities and 10O libraries:
Lcg-utils
GFAL — this is the SRM client library
glLitelO — expect functionality to be replaced
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gLite: components under development

Job Provenance
Long term job information storage

Useful for debugging, post-mortem analysis, comparison of job
executions in different environments

Useful for statistical analysis

CREAM: web service Computing Element
ICE: Interface to Cream Environment

GPBOX: Distributed VO policy management tool
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BioinfoGRID

The GILDA testbed (the t-infrastructure)
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The t-Infrastructure

BioinfoGRID

Why a training infrastructure?
e-Infrastructure for production
t-Infrastructure for training

Easy entry point for new communities
Need safe resources for installation training
Need guaranteed response for tutorials

Need limit the vulnerability of production systems
use training grid
have training CA

able to change middleware to prepare participants for
future releases on production system
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The GILDA Project

(https://gilda.ct.infn.it)

. File Edit Yew Go Bookmarks Tools Window Help

= OQ o Q O |Mhttps:,l',l'gilda.ct.infn.it,l’ | m [m] ‘:_Zgo

. ‘4% Home | EJBookmarks % Webmail %% Fastweb % FastWeb RM % Missioni %% Offerte % Ordini %% Mozila.org

: /,3" CGee

nabling Crids
(lﬂ: N ’ for £-scienc
- GRID Dissemination ActiviTies
I ROME ] [ R {EER J iDEI'IID(I;\Ig!IPRATOR |"’°3T1'ﬂ§ﬁﬁ$"] [zbnéﬂ.m;uz:%lom] |3: il l | e ToR l l il |
» Grid tutorials GILDA ( Grrid | nfn L aboratory for D issemination A ctivities )
» GILDA Posters
» Video tutorials is a virtual laboratory to demonstrate/disseminate the strong capabilities of grid computing.
» Live User Interface
» User Interface PnP GILDA consists of the following elements:

¥ Virtual Services ‘W-

. + the GILDA Testbed: a series of sites and services (Resource Broker, Information Index, Data
» Instructions for users

Managers, Monitoring tool, Computing Elements, and Storage Elements) spread all aver ltaby

¥ Instructions for sites and the rest of the world on which the latest version of both the INFMN Grid middle-ware (fully =
» Useful links compatible with LCG middle-ware) and the glite middle-ware are installed,
+ the Grid Demonstrator a customized wversion of the full GERMNIUS web portal, jointly developed
» Sponsors by INFI and MICE | from where everybody can submit a pre-defined set of applications to the
¥ Usage Statistics GILDA Testbed;
» Old Usage Statistics + the GILDA Cerification Authority a fully functional Certification Authority which issues 14-days

H.509 certificates to everybody wanting to experience grid computing on the GILDA Testhed,

« the GILDA “irtual Organization: a “irtual Organization gathering all people wanting to
experience grid computing on the GILDA Testbed: the GILDA Virtual Organization is based on
the Virtual Organization Membership Service (VOMS) developed by INFR;

+ the Grid Tutor: based on a full version of the GENIUS web portal, to be used onby during grid
tutarials;

+ the monitoring system: a versatile monitoring system completely based on GridICE, the grid
monitoring tool developed by INFRM;

¢ the Gl DA mailina lict aildadinfn it also archived on theweh here i
Iﬂ]ﬂ&]"ﬂm@ﬂ Crane ﬂp:dﬂa_é
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The GILDA Test-bed

(https://gilda.ct.infn.it/testbed.html)

2 L T
Bratisiava
(11-SAS)

ta

ULE]
Fadus
ol “qu!ttt ra)

§ =
b G ool el
¥ (Biclak)fBolagna
{CMNAFE) -

. ¥ Rome
S o cnainagy

- . Haplesi
{INAF)] .
\ Messins

" . Palerma NG
g ale S FACIENG) (CECLUM)
‘ . ='r o (University) Catania
» f . (INFNIT(INAF)

P e 1“.‘\'

19 ites i 3 coinents !
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gLite and GILDA

") GILDA - Testbed - Mozilla Firefox =10

BioinfoGRID

File Edit Wew Go Bookmarks Tools Help

EB @ - ( . @J ) 4@ [0 https: gica.ctinf. it ftestbed.himl &l @ [CL

|__] Telefonino.net - 11 Sit... ] INFM & Dip. Fisica - C... D% GILDA Testbed - Grid... || AMGA: ARDA Metad... | wdec %2k - Cerca con...

604 GILDA - Testbed |

- el

* F-v/’-)’f
INFN

.L'/ GR"? Dissemmvarion AcTiviTies
[ HOME ]{ TESTBED ] mMTOIa éfiﬂmgﬁr}g"& LR(‘;R*M{-[O“;--ESIGNDTUTOR ]F MONITORING ][ CONTACTS ]

Grid services

cGee

nabling Grids
for E-scienc

» Grid tutorials This is a table of the general Grid Senices available on GILDA.
» GILDA Poster
> L s e 35 et e
» User Interface PnP ——
W Instructions for users LCG-2 Resource Broker (RB) skurut2.cesnet.cz
% Instructions for sites % LC.G-E Resource Broker (RB) — rb._be_nu_e.du_tr.
» Useful links gLTte RESE EEE gEEEEr EREIE : e—rb_ct_m.fn_n.
glite Resource Broker (RB) _Lghte-rb2.ct.infn.it
» Sponsors Infarmation Index (EI_-DII}— arid004 ct.infn.it
» Usage Statistics Backup IW grid013.ct.infn.it
» 0ld Usage Statistics GILDA VOMS server s.ct.infn.it:8443/voms/gilda
GILDA glj jce Authority )id-demotct.infn.it:SGSES
GILDA glite -demo.ctinfn.it: 56567
GridICE Monitoring System alifarm7.ct.infn.it:50080
LCG-2 File Catalog (LFC) Ifc-gilda.ct.infn.it
g L Ite Se rV| ces Eckug LCG-2 File Catalog (LFC)  |Ifc-gilda.cem.ch
> gLite FiRe rigdD 7 .ct.infn_it
Lite File i ent Service | ft5 2 infn.it:8443
AMGA Metadata Catalog a.ct.infn.it:8622
gLite R-GMA server asrv.ct.infn.it:8443
M—'_\,rF'Tx'_\,rberver grid001.ct.infn_it
Backup MyProxy Senver grid014.ct.infn_it
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The GILDA Certification Authority

(https://gilda.ct.infn.it/CA)

. File Edit View Go Bookmarks Tools ‘Window Help

n OQ O O O |@ https: ffgilda.ct.infn.itfCa) | m CLSearl:h ﬂo

. 4% Home [EJBookmarks %5 Webmail % Tiscali Mail %3 Missioni % Offerte “3 Ordini “3 Mozilla.org

i 7R\ B
‘l:’a T F C T 1 i i
— = — The GILDA Certification Authority
DissesunaTion AcTviTIES
W General information i i i . . )
The GILDA Certification Authority ((GILDA CAY 1ssues temporary (two weels) personal public key certificates
> GILDA CA certificate {comphant with the 3509 standard) m order to access the GILDA Testbed.
¥ Request a personal certificate Absolutely no 1dentity check 15 gomng to be performed on the requester, so the personal certificates 1ssued by the GILDA
- Fe e mEs CA have absolutely no value on any real production Grid Infrastructure.
W Request a host certificate The GILDA Certification Anthority i managed by,
W Renew a certificate Guzeppe Platania B
» ) TNFN Catania =
Check a personal certificate Via S, Sofia, 64
¥ Certificate Revocation List 1-35123 Catania
TTALY
e-mail: gilda-ca@et.mfn.it
Tel +39 055 378 5460
Fas: 435 095 378 5231
In order to mspect the GILDA CA certificate andfor save it i your web browser (necessary to validate your personal
cerificate) click on GILDA CA certificate m the left part of this page.
In order to request a cerbficate, click on Request a personal certificate in the left part of thus page.
IFvou already have a trusted personal certificate, click on Request an account, it the left part of this page, to request an [ |
account. ¥ our personal certificate must be included it your browser before doing thiz.
In order to request a host certificate, click on Request a host certificate in the left part of this page. ||
b
ol = S5 £ [cZ] ==

NETTAB 2006 10 July 2006, S.Margherita di Pula - Cagliari 42



The GILDA VOMS

BE virtual Organization Membership Service - Mozilla

. File Edit Yew Go Bookmarks Tools ‘Window  Help

B @Q O 0 Q |.ﬁ-https:ll'll'cert-vnms-ljl.-:naF.inFn.it:8443ll'vnmsll'gildavll' | | Go | GLSearch Q:::;Q

. 2% Home [Bockmarks % Webmail S5 Missioni 5 OFferte S Ordini 3 FastWeb % Mozila,org

Virtual Organization Membership Service

FORVO USERS

My membership details We I come 1'0 VO M S'

MNew user registration

T YWOMS is the Virtual Organization Membership Service, a central database for WO membership information.

This is the YOMS administration interface providing VO membership-related services for VO users and VO managers.

Administer the VO . . . . .
Please select an iterm from the services listed on the left side of this page.

Handle requests
Check audit data
Configuration information

List all VOs on this server

VOMS Admin 1.0.5
Relzaze 1
@ 2004 CERM, ELTE
on behalf of the EU EGEE Project

A O BN B oA | pone =&
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The GILDA Monitoring System

(http://alifarm7.ct.infn.it:50080/gridice)

GILDA - GridICE - Grid Monitoring Ser

Eile Edit VWiew Go Bookmarks Tools Window Help

Oo \) O \) |% http:ffalifarm? . ct.infr.it: 50080/ gridice/ sike fsite php

. 4% Home  [TBookmarks 5 webmail %% Tiscali Mal <5 Missioni %y Offerte %5 Ordini %y Mozila.org

File Edit Wiew Go Bookmarks Tools Window Help

| (5] (S5

O \) o \) % htkp:ffalfarm?.ch.infn, k50080 gridice fvo fvo_details. php?voMame=gildatisil Q!
. | | G |

. % Home  C3Bookmarks 5 webmail 3 Tiscal Mal %5 Missioni “ Offerte % Ordini 5 Mozila.org

VO view::gilda =>> Core Services > Computing Resources

e 4
GRID INFN LABORATORY
DISSEMINATION 4CT1‘WT:‘Ergr

% C __! ;%,—_ .‘, -‘C%)[T{‘ r'@ (C | ; Job Maonitaring
\%;

the eyes of the Grid

Storage Resources

Computing Resources

mputing Element

Job Monitaring

be.itu.edu. tr 0 2

be.itu.edu. tr 0 2

ailable be.itu.edu. tr 0 2

_ _ _ = 139.2 Gb cesnet.cz u] a

- - - 3 Th chaf.infn.it 2 2

1 2 = | 13.4 Gb cnafinfr.it 2 2

1 1 o | 104.5 Gb chaf.infr.it 2 2

- - - 1.47Th cnaf.infr.it 2 2

8 i L 7.3 @a ct.astro.it 1 1

R T B s

4 65.5 Gb ct.astro.it 1 1

ct.infn.it 8 =]

ct.infr.it g =]

ct.infh.it 8 =]

Generated: Fri, 6 May 2005 12:28:49 +0200 ctinfLit 19 19
ct.infr.it 19 19

ct.infn.it 19 19

grid.unipg.it 16 16

grid.unipg. it 16 16

grid.unipg.it 16 16

na. astro.it 7 7

na.astro.it 7 7

| (A S F) B o2 na.astro.it 7 7
Y MISTCGHEE T SELE SEHReS oo Steiags nessees na.astro.it 7 7
Storage Resources pd infin.it 2 2

Storage Element ID

Generated: Fri, 6 May 2005 12:49:01 +0200

be.itu.edu.tr
cnaf.infn.it
ct.astro.it
ct.infr.it
ct.infr.it
grid.unipg.it
na.astro.it
pd.infn.it
ui.savba.sk

139.22 Ghb
13.44 Gh
104.54 Ghb
1.38 Th

22,19 Gh
7.33 Gb

213.79 Gh
498,59 Gh
68.54 Gh

1.92 Gb
638.26 Gb
2,68 Gb
1.79 Gb
3.23 Gb
727 Mb
145 Mb

Homep
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The Grid Tutor

(https://grid-tutor.ct.infn.it, https://glite-tutor.ct.infn.it)

[E% Welcome to the GENIUS INFN GRID Portal - Mozilla
. File Edit wiew Go Bookmarks Tools  Window Help

o @Q Q @ Q !E‘,ihttps:,l’,l’grid-tutur.ct.infn.\t,l’ | [@k Search ] Cgo

.| ‘48 Home | [3Bookmarks S Webmail % Tiscali Mal % Missioni 5 Offerte %3 Ordini % FastWebh S5 Mozila.org

&) enguirame ecee

H nabling Crids
’ US for E-scienc

e
=

Istitute Nazionale
di Fisica Nucloare

Grid Enabled web eNvironment for site Independent User job Submussion
™ File Services
B Security Services

Welcome to GENIUS

B Job Services
B Data Services Tnp ortant Motice
8| Info Services GEMNITS User's Guide (pdD)

8 Manitoring Services Mew Gnd Authenbication with MgPr.og it I IC\ Search ] Cf;o
B Interactive Services GEMNIUS MyProxy Server Installation = = -
GENTUS CVE Available Offerte %5 Ordini 5 FastWeb %3 Mozila.org
(] B GENTUS Wiiling List
Set VO/VOMS GENIUS Mailing Archive (Help on Majordeme Commands) 3 ! e ee
_ ngwmframe 7S
Current VO Services GRID MOVIE - nabling Crids
Statistics Usefiil Links for E-scienc
Logout Credits s
This portal is best wiewed with Mozila 1.6 Grid Enabled web eNvironment for site Independent User job Submission
’ﬁl‘ . Wetscape (4.79, 4.80, § and higher) and Internet =
g“— — Ezplorer (5 or higher) can also be used
NM The use of any other web browsers could induce some Welcome to GENIUS based on
= visualization mismatches and is not currently suggested.
GENIUS is based on Apache 1.3.31 and Open33L 0.9.7d.
Last update: Tue 12 Apnil 2005 G i .I.e
e Important MNeotice
L S o e Current VO Services GEMIUS User's Guide (pdi) =
Statistics Mew Grid Authentication with JdyPre:
e GEMNIUS MyProxy Server Installation
GENIUTS CWVS Available
GEMITS Mailing Tist
M . GENIUS Maing Archive (Help on Majordemo Commands)
EnginFrame 3.2 GRID MOVIE
S Usefil Links
LCG-2 GRIDIT -
= Credits
gLite-1
This pertal 15 best wewed with Mozilla 1.6.
Metscape (4.79, 4.80, 6 and higher) and Internet B
Explorer {5 or highet) can also be used.
The use of any other web browsers could induce some
wisualization mismatches and is not currently suggested -

e O&F £ 6 67 [ Bl
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The Grid Demonstrator (1/2)

(https://grid-demo.ct.infn.it, https://glite-demo.ct.infn.it)

ninfoGRID
0 the GENIUS INEN GRID Portal - Mozilla
. File Edt WYew Go Bockmarks Tools ‘Window Help

Al e @ @ @ |9§‘,5https:,l’,l’grid-demo.ct.inFn‘it,l’ | [@{Searchl 5;0

@engy’mframe Eemfu?

»
E-science in Europe
genjus

Grnid Enabled web eNvironment for site Independent User job Submission

Istituto Nazionale
di Fisica Nucleare

B File Services
= Gty Bt Welcome to the GILDA Grid Demonstrator .
: IT:,,'I_"__.SLP'".""': o powered by GENIUS =&

VO Services (> GILDA Grid Demonstrator Tser's Cuide (utrod, pdf)
infr.itf I [Q Search ] cgo

Lbguu. Credits

This portal is best dwith Mozila 1 6 1 % Offerte S5 Ordini %% Fastwsb S5 Mozila.org
3 pof 12 best Mewed Wil amlla

e N (479, 480, 6 and higher) and Tn CGRE
prr—sm— etscape E .6 an er) and Internet
Explorer (5 or higher) can also be used lE’ﬂMFHmE

% The use of any other web browsers could induce some H nabling Crids
CRIDIT visualization mismatches and 1z not currently suggested. ’ E us for E-scienc
- Last update: Fii 3 Sep 2004 === Eo

Grid Enabled web eNvironment for site Independent User job Submission

Welcome to the GILDA Grid Demonstrator
powered by GENIUS
based on

Demonstrator .
Applications GlLite

Il B 9 B B @7 | Done

GILDA Grid Demonstrator User's Guide (html, pdf)
Credits

This portal is best viewed with Monlla 1.6
Metscape (4.79, 4.80, 6 and higher) and Internet
Ezxplorer (5 or higher) can also be used.

The use of any other web browsers could induce some
visualization mismatches and is not currently suggested.
Last update: F11 24 May 2005

2 OF F # o | pene [ ErElEr=1
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The GILDA Accounting System
(based on DGAS)

EEX

21 Quick Connect | Profiles

[barberalfglite-tutor:~]5 dgas-check-ce-price grid0l0.ct.infn.it:211%/jobmanager-
lecgpbs—-short

Frice Authority queried at: Fri ©oct 21 11:40:55 CEST 2005
Computing Element: grid0l0.ct.infn.it:211%/jobmanager-lcgpbs-short
Price ({(credits for 100 CFU secs): 170

[barberafglite-tutor:~15
[barberafglite-tutor:~15
[barberalglite-tutor:i~15
[barberalglite-tutor:~]5 dgas-check-balance

Uzer: Roberto Barbera

E-mail: roberto.barberafct.infn.it

Subject: /C=IT/0=INFN/OU=Fersonal Certificate/L=Catania/CN=Roberto Barbera/Email
=roberto.barberalct.infn.it

Assigned credits (0=infinite): 0O

Booked credits: 0

Uzed credits: 17

Uzed wall clock time (zec): 377

Uzed CPU time (sec): 24

Accounted jobs: 4

[barbera@glite-tutor:~15§ | v

Connected to alipcs.ct.infr.it 55HZ - aes128-che - hmac-mds - none | 80x24 %]
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BioinfoGRID

This presentation will cover the following arguments:

The applications
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BioinfoGRID
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g LCG Service Deadlines

e
Service
Challenge 4
2006 Pilot Services -

stable service from 1 June 06

LHC Service in operation — 7 Oct 06
over following six months ramp up to full

cosmics
2007 operational capacity & performance
LHC service commissioned — 1 Apr 07
first *
physics
2008
full physics

run

les.robertson@cern.ch



CGCEC NEWS RELEASE

Embargoed until 4 May 2006, 18:00 CCT (10:00 GMT, 12:00 MEST)

EGEE GRID ATTACKS AVIAN FLU

During April, a collaboration of Asian and European laboratories has
analysed 300,000 possible drug components against the avian flu virus
H5N1 using the EGEE Grid infrastructure. The goal was to find potential
compounds that can inhibit the activities of an enzyme on the surface of
the influenza virus, the so-called neuraminidase, subtype N1. Using the
Grid to identify the most promising leads for biological tests could speed
up the development process for drugs against the influenza virus.

One of the targets of existing drugs today on the market is viral
neuraminidase, an enzyme that helps the virus to proliferate and infect
more cells. As this protein is known to evolve into variants if it comes
under drug stress, drug resistance becomes a potential concern in case
of an influenza pandemic.

The challenge of the in silico drug discovery application is to identify
those molecules which can dock on the active sites of the virus in order
to inhibit its action. To study the impact of small scale mutations on drug
resistance, a large set of compounds was screened against the same
neuraminidase target but with various, slightly different structures. With
the results from the in silico screening, researchers can predict which
compounds and chemical fragments are most effective for blocking the
active neuraminidases in case of mutations.
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BioinfoGRID

BioinfoGRID

A GRID challenge to find functional analogous gene
products

. S J— . 9 . - A _— 31
Donvito G.7, Tulipano A.'~, Maggi G."”, Gisel A

ll]ipurlimcmm Interateneo di Fisica, Universita e Politeenico di Bart, via Amendola 173,
70126 Bar, laly
INEN Bari. Via Amendola 173, Bari. ltaly
glorgio.maggi@ba.inin.it, giacinto.donvito®@ ba.inin.it, angelica.tulipano@ba.inin.it

Astituto di Tecnologie Biomediche, CNR. Via Amendola 122/D, Bari, ltaly
andreas.gisel@ba.tb.enr.at
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EGEE Il new applications

New application are moving to the GRID
Astrophysics
Computational Chemistry
Earth Sciences
Finance
Fusion

Geophysics (incl. industrial application EGEODE)
Multimedia

In EGEE new application were selected (and followed) by
an internal board (EGEE EGAAP)
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BioinfoGRID

This presentation will cover the following arguments:

The future
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Sustainability: Beyond EGEE-II

Enabling Grids for E-sciencE

Need to prepare for permanent
Maintain Europe’s leading position in global science Grids
Ensure a reliable and adaptive support for all sciences
Independent of project funding cycles

Modelled on success of GEANT

Infrastructure managed centrally in collaboration
with national bodies (in EGEE-II: JRUs)

Testbed Phase Pilot Production Phase Routine Usage Phase
(3 applications) (20+ applications) (multiple Grids)

Sustainable e-Infrastructure >

EDG EGEE EGEE-l ' EGEE-I

2002 2004 2006 2008 2010 2012

INFSO-RI-508833 EGEE Final EU Review 23-24 May 2006 - Outlook - Dieter Kranzlmiiller 56



A European R&E

Neltwo rki ng MOdEI Connect. Communicate. Collaborate

Interconnects 34 National Research & Education Networks-NRENs of the extended
European Research Area (ERA)

Connects more than 3500 Research & Education Institutions

Serves millions of end-users + eScience Prajects (e.g. Grids) under Accepted Usage
Policy (AUP) rule

e model: A 3-tier Federal Architecture, partially subsidized by National and EU
Research & Education funds:

— The Campus Network (LAN/MAN)
— The NREN (MAN/WAN)

— The Pan-European Interconnection: TEN34 = TEN155 - GEANT (GN1 in FP5) >
GEANT2 (GN2 in FP6): Hybrid Optical Backbone (+ Cross Border Fibers)

Governance: NREN Policy Committee, GNZ Exec, DANTE, TERENA

EGEE 4% Conference, Pisa, October 2005

GEXANT




A possible schema

BioinfoGRID

NETWORK GRID
Geant EGI
] L
NREN et —
NREN |—o| — NaGI
NREN et o
NREN  |meet NGl
NREN e et NG
NREN | —

EGI = European Grid Infrastructure
NGI = National GRID Infrastructure

EGEE Il as part of its program will prepare for sustainable European Grid Infrastructure
In each country a National Grid Infrastructure needs to be set up
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IGI: the Italian Grid Infrastructure

BioinfoGRID

Discussion is going on between EPR, Consortia, GARR,
etc,
to form a temporary scope association

as a first step toward the construction of an |Gl (ltalian Grid
Infrastructure) for the public research.

Possible IGI partners:
EPR’s
CNR, ENEA, INAF, INFN, INGV, MIUR

Resource and network providers

UNINA, ICTP, ELETTRA, GARR, CASPUR, CINECA, CILEA,
COMETA, COSMOLAB, SPACI, CRS4
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The sustainability of the Middelware

The OMII-EU project

The OMII-Europe vision is to harvest :

, grid software from across Europe
and to supply these key grid services in a form that will
allow them to

, in particular EGEE, UNICORE and
Globus.

The OMII-EU project is strategic to develop and maintain a
iInteroperable and robust grid middelware.
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Conclusions

BioinfoGRID

Unprecedented scale of a world-wide grid infrastructure, production
quality, has been set up by the EGEE project and will be improved by
EGEE 2

Proven working model for operations and deployment

The gLite Middleware has been released, with new functionalities. It
can be expected that soon will become as robust as the LCG
middleware.

There are already applications which depend on the grid as their
primary computing resources.

As the time goes on more applications are moving to the grid.

There is still hard work to do either at national and European level for:
Providing a permanent multidisciplinary production grid infrastructure
Protecting investments of application developers and users

Ensuring that the grid infrastructure used today will still be there
tomorrow
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